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The Cantonese Wordnet

It’s an open project, started 2019, and is ongoing (slow and steady)
Mainly 2 people (with occasional paid help when we have money)

Cantonese is a widely known Chinese regional variant (mostly spoken), close to
8o million speakers worldwide

Cantonese is fairly large yet under-resourced language

The wordnet currently focuses on Hong Kong Cantonese (about 7 m.
population)

Our project is fully hand-checked, with a focus on some key linguistic features
useful for linguistic analysis (small and high-quality)



The Cantonese Wordnet

STAGE 1 (the first version): characters (traditional characters); romanization
(Jyutping, including tonal information), /&, faai, ‘flower’; expansion approach
using the Princeton WordNet (PWN) synsets (provide definitions, semantic
hierarchy, etc.); we try to capture as much variation as possible (e.g., multiple
characters, lazy pronunciations, etc.) (Sio and Morgado da Costa 2019)

STAGE 2: Initially it was pivoted on the PWN, but is slowly expanding in various
directions with added functional categories (e.g., classifiers, post-verbal
particles) + example corpus (Sio and Morgado da Costa 2022)

STAGE 3: Added sense tagging (this short paper)



The Cantonese Wordnet

POS No. o No. o
synsets senses
nouns 2,776  (52.9%) 7,067 (43.3%)
verbs 1,360 (25.9%) 4,200 (25.7%)
adjective 801 (15.3%) 4,071 (24.9%)
adverb 218 (4.2%) 896 (5.5%)
non-referential 97  (1.8%) 102 (0.6%)
Total 53.252 - | 16,336 -

e The current version of the Cantonese Wordnet contains over 16,000 senses
(one sense = character + jyutping, over 32800 forms) distributed over a bit
more than 5,000 concepts



Cantonese Wordnet Corpus

Why a new corpus of Cantonese?

e We wanted a corpus to do some types of linguistic research, but:

©)

Existing Cantonese corpora are mostly sourced from speech/spoken data
» natural (include filler and pauses) but not ideal to extract clean examples

Some are made up of texts collected from the Internet, using Cantonese
seed words for crawling texts » the text is often a mix of Cantonese and
Mandarin

Not all are under open license, though some are, e.g., materials in
Haambaanglaang.com are all published with a CC-BY licence.

Out of the 30 most frequent tokens in the CantoneseWaC (Cantonese Web
Corpus), quite a few are strictly non-Cantonese (e.g., 19, /&, 7F and )



Cantonese Wordnet Corpus

e Cantonese Wordnet Corpus: a corpus of handcrafted examples for individual
verb sense, with reference to their compatibility with post-verbal particles

Synset: 00005815-v English lemma: cough
Character: ™% Romanization: kat7

Example sentence: —i&d &z 4fi, PrAFT &R R GG R,

A

e 3,570 hand-crafted example sentences by two native speakers; begin with
sentences with zoz (perfective aspectual particle)

o [Each sentence has a sense-tagged verb



Word Segmentation

e C(Cantonese has characters (e.g., &5 77 ‘chocolate’ ); segmentation by space
would only give you characters

e one character = one word (e.g., & ‘yummy’ [easy-eat], &7 77 ‘chocolate’,
i ik ‘to solve’)

» Aword in Cantonese can be represented by 1 or more characters

e Wordhood in Cantonese is problematic: lack of inflectional morphology, little
derivational morphology

» Hard to decide what is a word or a phrase (compounds vs. phrases)

e Mandarin Chinese word segmentation tools are not suitable for Cantonese.



Word segmentation: ambiguity

Structural ambiguity in word-segmentation: homographs

©)

Overlapping (crossing) ambiguity: ABC, if AB and BC are possible
F[E 2> £ E ‘American’+2 ‘will/can’ or £ ‘American'+ [E£ ‘congress’

Combinatorial ambiguity: AB, if A, B, and AB
FiE: FHe (noun: “talent”), or as the combination of the ¥ (adverb: just
now) and &E (verb: able to)

Mixed type: ABC, if AB and BC, and A or B or C are possible
KA (too dull), KA (peaceful), S (dull), X (too/over), = (flat), #
(plain) are all possible words,



Word Segmentation

What did we do (Huang, Hsieh and Chen 2017) ?

Freedom of parts: If a character can function alone, it is a word; If at least one of a
multi-character unit is bound, then it is a word (e.g., HP; & ‘fireman’).

Non-compositionality (semantic/structural): If the meaning of a multi-character
unit is not compositional, it is a word; If the grammatical category of a
multi-character unit is different from what one expects (e.g., #Z.[» [carry-heart]
‘worry’, 7 |good-eat] ‘yummy’)

There are many other criteria proposed in the literature (some English examples below,
Duanmu 2017), but it is not possible to do all the tests while doing sense-tagging.

New York and New Orlean, *New York and Orlean (Conjunction reduction)
He lives in the white house, I live in the green one. (Lexical integrity)

2?He lives in the White House, I live in the green one. 10



Word Segmentation

— B\ BRI S A TR T\ 2

“Drinking 8 glasses of water a day exactly satisfies the need of the human body.”

— PR BRI NI BRI KIS AT TR W B

AfE: ‘human body’ WAl 4T ust right’, ‘exactly’
A ‘human’: free = ‘match’, ‘correct’: free
#% ‘body’: bound (cannot be used alone) ElE ‘exact’: bound

41 ‘good’ .



Why sense tag?

e There is a long tradition, starting with SemCor (10+ languages)

e Helps improve both the coverage and the precision of the lexicons being used
in the annotation (Miller et al. 1993)

e [thelps with a variety of problems/goals:
o Finding missing senses
o Identifying indistinguishable definitions
o Providing example sentences
m Sense attestation
m Material for language education
m Data for WSD and other NLP tasks

e We have only done 300 sentences using IMI (Bond et al., 2015) B



IMI — A Multilingual Semantic Annotation Environment

Tagging VAT LF (102:7 yue) &jsio & sisio | &
wr—BHE, PMEAEARETE, DOtEEzaEw TR | 4 N VAR S HEO
B & SS Lemmas Definitions Examples
: ° s o _— iz i = 01 u-.-‘g‘ugg}, ngaam1 ngaam1 completely he fell flop on
* — = N = HhiE ] r :
0+ — R 08 BE N K08 R, LK R A ol i i el
wr—REEBR, EMAIZABKZ R, 8BS 8% &#=t 2 pin1 bat1 ji2, iF, zeng3, G
02— B8R /\ #F K 5% IEREYF TRE X AR BE . AMEA e, bat1 pin [+
bat1 ji2 2
103 —BE HIE @B X %, HEERENESE. .aht" ﬂga”‘
ri , flo
104« — YE BHR 7138 U BEUR & A B BE Ti56E LA
— B BORE — R, IR EE L ENR—T LB R, 02,  IEEE in every the new house
@ ) " detail suited them to (&
— o @ : ’ y G - o N . . = just righty, toa T, to aT o
Fa A @ 2:@®) 3y el x U w Org O 0c¢ (_ er () at (_ Oth (_ um () the Ietter, to perfection
Year ( Comment 4
) ) 03, JEFE, sik1 jing3, BE, be agreeable  # & It ZEfE
BABA LT (sentiment: 0) — fu4 haps, B, ngaa:1, or acceptable & %, 5K
® &, sik1 hap6, &8,  © el
= - - Bl hap6 sik1, BT, TELE &
ngaam1 ngaam1 hou?2, ° P
S0 q025m 4 T 120% v | @ Looke gty 08, jingé hap
Tagging Documentation fitqy, suity,
accommodates
Senses not ordered by frequency - _
IEEEIF Q. Langs: Cantonese v English v




IMI — A Multilingual Semantic Annotation Environment

Tagging £i# (301:6 yue)

& Imorgado

200+ S HEBEEREE, 2S@mlm, TRERH,
305 HEBE=ZEE, %9, HH keep 1 B8 —E ¥ &
301+ S HEMREDASE, BEMITEREE L L HBMEE.

@

2 S BEEUAEE REHE, A — MME(E ¥ E =8 W EYH

, BREXERE, WRBCHE.

332 EBUREEEERE, A —SREARBERENENEF

, BRI E, BREIEE.
304 5B SRR, BEMMELERAAER.

JE eQO xO wO o0rgQO LocQ PerQ DatQ OthQ Num(Q YearQ
Comment .

%J# (sentiment: 0)

Goto Sentence Text Lookup o

sid: 301 context: 4 size: 120% v = @ word: 5})&

Tagging Documentation

Adding new senses on the fly

Results for « £i% » (yue) &lmorgado @
No synsets found (for any of £i%)!

Look it up again in:  English

+NEO &

258 Q Langs: cantonese v English v

Seen Lemmas: run; iR{3; 2

# Preferences

(0.00281 seconds)

More detail about the NTUMC+ Open Multilingual Wordnet (0.

This project is now integrated in the Extended Open
Multilingual Wordnet (0.9)
Maintainer: Francis Bond <bond@ieee.org>
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IMI — A Multilingual Semantic Annotation Environment

Tagging £i# (301:6 yue)

208+% H B i 28R B0 Bt HE S3F 0k FE [ £ .

2005 HEMEREE, @X&HE, TRERB,

0S5 HESE=EE, M, HHkeepE BB —EF ¥,

1S HEMEREAOASE, BEMTEMRERE L O BUE.

- SHEEUAEEEEHE, 25X — 2EE 2 ¥ E & 18 W EWF
, BBz ErE, MERBECIHE.

S HEABGUAEEEESIE, B A — AMEE M E & 12 N S 5F
, BEZEER, HERBIEE.

304 S B ARK, MEMMESEKIAEAERD.

&lmorgado | @

e eQO xO wO o0rgQO LocQ PerQ DatQ OthQ Num(Q YearQ
Comment .

%}% (sentiment: 0)

Goto Sentence Text Lookup o

sid: 301 context: 4 size: 120% v = @ word: 5})&

Tagging Documentation

Adding new senses on the fly

00293916-n (3).

run

hunt, track
down, hunt
down, run

run,
campaign

Wi, ging6
syun2

range, run

run

run

running, run

point

cover by running;
run a certain
distance

pursue for food or
sport (as of wild
animals)

run, stand, or
compete for an
office or a position

change or be
different within
limits

cause to perform

[in sport] make
without a miss

the act of running;
traveling on foot at

]

O]

O]
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IMI — A Multilingual Semantic Annotation Environment

Tagging 2% (301:6 yue) &lmorgado | &
208+ % B B M 282 R B h(E 64F ik E [ P9 .

2005 HBEERN R, @EHF, TRAEBRR,

00 S HES L=, 59, HHkeepEF B —EHF .

31+ HEHMEA A , BRME AT RLESR 0 -0 MR

s S HEEBUAEEEESE, 2 H — 2 E M E &2 N S0 EH
, HEZIEER, WRECEE.

s S HRAEBUAEE EZESE, A — 2K (E %M E S SN SN E
, HEAZIZER, WRBECEHE.

304+ % B SR , ERE MR OAS IE PE B A BB -

71 e QO xO wQO 0OrgQ LocQ PerQ DatQ OthQ Num(Q YearQ

Comment

£j# (sentiment: 0)

Goto Sentence Text Lookup ey
sid: 301 context: 4 size: 120% v = @ word: 832

Tagging Documentation

Adding new senses on the fly

Editing Synset 01094086-v & Imorgado

Comment

28

definition

example

linked synset

Add to synset

Name: campaign
English (Lemmas):

run 1.00 X

»

add Comment

Cantonese v || addlemma
English v | add def
English v | addex
Change Me! v | add synlink
campaign 1.00 X
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IMI — A Multilingual Semantic Annotation Environment

Tagging £i# (301:6 yue)

208+ 4 H B M %8R A B E 81F 1k FRE [ £ .
200+ S HEEERN G, @@mME, TRAERH,
005 HESE=ZEHE, MH, HHkeepE HE—EHF 7.

1S HEMROASE, RENTERBE L L HMUERE.

s S HEEUAEE REEME, 2 A — 2EE MM E S 2N SN F
, BEZEKE, HRECHEE.

s SBHEBUAEEZEENIE, B — 2 E K E B I8 S0 E
, HEZI LR, BEREIEE

3045 B H9EK, FAEMM B TEAAED.

& lmorgado | #

2 1,0 e xO wO 0rgQ LocQO PerQ DatQ o0othQ NumO
Year O | Comment y
%% (sentiment: 0)
Goto Sentence Text & Lookup e
sid: 301 context: 4 size: 120% v|| & word: %]&

Tagging Documentation

Adding new senses on the fly

P & lmorgado = @
@All N V A R & +NE ©
SS Lemmas Definitions Examples
Oly  #5% ging6 run, stand, or ARG FEE 1 A
WV g, gm Sameelrw mammmn,
N~ ' M ‘4 < A -
Pt R E D
runy, position S (4]
campaigny e
238 0 Langs: Cantonese v English v

Seen Lemmas: run; fRf¥; 2

# Preferences
(0.00338 seconds)
More detail about the NTUMC+ Open Multilingual Wordnet (0.
This project is now integrated in the Extended Open
Multilingual Wordnet (0.9)
Maintainer: Francis Bond <bond@ieee.org>
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IMI — A Multilingual Semantic Annotation Environment

s01* A HEHRR G A 2R, BEEEE M ERE L R
IvO e0O xO wQO 0rgQ LocQ PerQO DatQ OthQ Num(Q YearQ

Comment

3 : g & Imorgado a
) @All N V A R & <+NE ©
346+ A R BH I 6 AT A %qu . T DA BB IR SROH: 4 0E {8 N M i 0 | SS Lemmas Definitions Examples
IvO eO xO wO 0rgO LocO PerO DatO 0thO NumQ YearO 01 HIE, ging6 run, stand, or e R W A
Comment (14) V1 4 = compete for an W e
ommen J @ syun2, 2% office or a position g;,’ié l/,‘: f ;/; ﬁ i & @
684+ B MH 58 BIMAR RE e 48 208 W Z5E my ! runy, - o
;O eO xO wO org O Loc O Per O DatQ 0Oth O NumQ YearQ ARty
Comment
(5] I%I]ZE AT LA Wa & %\E‘»’YEU =] s %‘Ifﬁ 1 Zli FEH Eé,ﬂ%i ° 2% O Langs: cantonese v English v
1y O eO @) wQO org O Loc O Per O Dat O oth O Num QO Year O
Comment Seen Lemmas: run; fRf¥; 4;
R IR A SO, , 1RECVERE X, (R FDREE HE W, rRr—
I.O eO xO wO o0gO LocO PerQO DatO 0thQO NumQO YearO (0.00343 onds)

Comment ) More detail about the NTUMC+ Open Multilingual \\(Jl(,hltf ggl
This project is now integrated in the Extended Open Multilingual

1453 * KIEW K B 208 2%, F BRE BHFR Uk 25 Wordnet (0.9)
1O e xO wO 0rgQ LocQO PerQO DatQ o0thQ Num(Q YearO Maintainer: Francis Bond <bond@ieee.org>

Comment

TR, MR G D Tagging all instances of alemma

Comment iS pOSSible - future Work
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Summary of Results

300 sentences
5,279 candidate senses

o 3,728 senses linked to the CantoneseWN

o 1,239 distinct concepts

m 709 NEw senses

162 Named Entities/Numbers
461 instances of missing concepts
196 instances of segmentation problems/MWEs

75 Other/FW (in 300 sentences)

No. of
Tag Type Concepts
Cantonese Wordnet 3,728
Errors in the corpus (e) 196
No need to tag (x) 658
Missing Concepts (w) 461
Named Organization (org) 79
Named Location (/oc) 24
Named Person (per) 40
Number (num) 18
Other (oth) 75
Total 5,279
Distinct Concepts 1.239

19



Issues

Missing concepts: % ‘fortune telling stick’, /7% ‘red pocket’, 5% sing4 10%
Different levels of specification: 2 ‘much’ or ‘many’; /B’ 3sG ‘he/she/it’
Separable verbs:

Bk#E ‘dance a dance/dance’ + P%: perfective marker » Bk7A % (compositional)
1244 ‘headhunt’ + '%£: perfective marker » 24/ (non-compositional)

Mixed code: ‘Meet 2 target’; 2/: succeed in reaching the destination; O F& OK ‘is it
okay or not?”’

Errors in segmentation: ‘4 H’ today » ‘4’ + <A’ this + day

(evidence: A& A ‘this month’, [this-classifier-month])
20



Future Work

e Multiple suitable senses for a single concept
o Allowing ambiguity
o Finding coarser senses

o This requires some changes in the annotation tools (allow tagging multiple
senses at least temporarily)

e [Expand the corpus with other genres

o  We are working with Hambaanglaang and Tatoeba (graded educational
materials)

e Add missing Cantonese-specific concepts (waiting for CILI)

21



Future Work

e C(Collaboration with colleagues in Hong Kong (Hong Kong Education University, the
Chinese University of Hong Kong) and Vancouver (University of British Columbia)

o Crowdsourcing data

o Focus on Cantonese Education

e Use sense-tagging in Cantonese language classrooms (Bond et al., 2021)

22



Releasing our Data

e The Cantonese Wordnet, Example Corpus, and Sense Annotation will all be released
under a Creative Commons Attribution 4.0 International License (CC BY).

e You will be able to download this data from its Github repository:
hittps:/github.com/Ilmorgadodacosta/CantoneseWN

e Wordnet LMF (OMW 2.0)
e TSV(OMW 1.0)

Contacts:

Joanna Ut-Seong Sio joannaulseong.sio@upol.cz

Luis Morgado da Costa Imorgado.dacosta@gmail.com s



https://github.com/lmorgadodacosta/CantoneseWN
mailto:joannautseong.sio@upol.cz
mailto:lmorgado.dacosta@gmail.com
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