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About me

® Senior Lecturer at Cardiff University (Wales, UK)

o UKRI Future Leaders Fellow (4+ years)
o Co-founder and leader of the Cardiff NLP group

® Areas of expertise: Semantics, resources, multilinguality, social media
o Co-author of “Embeddings in NLP” book
o Program chair of *SEM-2023

o Developer of TweetNLP (tweetnlp.org)



https://tweetnlp.org/
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Very young group (2 years old)
Growing fast (25+ lab members)

Website: cardiffnlp.github.io @

Activities: hybrid seminars, workshops, hackathons, etc.

Twitter: @Cardiff_NLP 9
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Open-source contributions ()


https://cardiffnlp.github.io/
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Q Cardiff NLP Workshop 2023 L’S.'ZEZ‘Z'Z

Cardiff NLP CAE RDY[P

> Dates: TBA (Summer), 2 days (in-person)

> Especially targeted to NLP PhD students in Europe (but
everyone is welcome)

\/

Free registration

A\

Mix of invited speakers, tutorials and networking

\

Info from last year: https://www.cardiffnlpworkshop.org/



https://www.cardiffnlpworkshop.org/
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<« Natural Language Processing [GiSil

Starting date: September 2023

Length: 1 year

Involvement from industry and Supercomputing Wales.
NLP-specific modules, interdisciplinary by nature.

Computational linguistics, Python programming, machine learning, cutting-edge NLP, etc.



Outline

> From word to sense and contextualized embeddings:
o A “historical perspective”
> Contextualized embeddings and word sense disambiguation

> Open research questions



Embeddings in NLP



Word vector space models

Words are represented as vectors: semantically similar words are
close in the vector space

t .
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Word embeddings:
How to learn them

\
D N | _ London
N ... London is the capital of UK ... "o

. — [0.25, 0.32,

aly -0.1....0.1]

... Last night | travelled from Cardiff to London.

Word2Vec, GloVe, fasttext...



Limitations of word embeddings

* Word representations cannot capture ambiguity. For
instance, bank
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Problem:
word representations cannot capture ambiguity

..... — — T i . e
il S e P - A i
— . . e T e —— = o e o
...... e - - s e
= - .~ - . e e — . s
Tt T e e - D e | A o
T —_— — —
““““““““““““““ = A =3 e
= - i A— e R - i —
e it T e T e _— e e e s £ —

o — . e S S e i —
&= i Pt = TS i
S P pres— . - PO e i - |
— T e e T LT i D - o)
- ik —— —w

11



Problem:

word representations cannot capture ambiguity
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word

Problem:

representations cannot capture ambiguity
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Motivation: Model senses instead of words

He withdrew money from the bank.




Motivation: Model senses instead of words

He withdrew money from the bank.

bank#1

bank#2




Motivation: Model senses instead of words

He withdrew money from the bank.

\ T A'};ﬁ
*

bank#1




Key goal: obtain sense representations




Key goal: obtain sense representations

® Nome Nome
P bank, streambank das
@ Sloping land (esp jally the slope beside a body of water) ek
@ verge. rive
R @D riva. argine

sal) Byma

ncial institution, banking company [~ ~ RO THIRRETING
D 2R1T. RIT. TFHERRENS

bank, depository fin

A financial institution that gcepts deposits and channels the money into

e, institution financiére de

&tabli nent bancaire

P banca. ba

a:

sa

@ panc

P canco

bank

A long ridge

We want to create a separate representation
A for each entry of a given word ...

N . N . . Wy bar fila
An arrangerhent of similar o cits in a row or in tiers
bank D aE=
@ vanque

A supply or stock held in reserve for future use (especially in emergencies)
B banca




Encyclopedic knowledge

WIKIPEDIA

The Free Encyclopedia

|dea

Lexicographic knowledge

19



ldea
(basis of my PhD thesis - NASARI)

Encyclopedic knowledge Lexicographic knowledge
/7, f"ur‘;\‘
. ? W BabelNet
Row (O +
AN =
WIKIPEDIA :
The Free Encyclopedia S -7

Information from text corpora

20



Embedded sense representation
(Camacho-Collados et al. Alj 2016)

Closest senses

Q)
®

)

Bank (financial institution) Bank (geography) bank

Closest senses Cosine Closest senses Cosine Closest senses Cosine
Deposit account 0.99 Stream bed 0.98 Bank (financial institution) 0.86
Universal bank 0.99 Current (stream) 0.97 Universal bank 0.86
British banking 0.98 River engineering 0.97 British banking 0.86
German banking 0.98 Braided river 0.97 German banking 0.85
Commercial bank 0.98 Fluvial terrace 0.97 Branch (banking) 0.85
Banking in Israel 0.98 Bar (river morphology) 0.97 McFadden Act 0.85
Financial institution 0.98 River 0.97 Four Northern Banks 0.84
Community bank 0.97 Perennial stream 0.96 State bank 0.84

21



Contextualized word embeddings



Contextualized word embeddings
£LMo BERT

P
Peters et al. Devlin et al.
(NAACL 2018) (NAACL 2019)
Based on Based on

LSTMs Transformers
23



Contextualized word embeddings
BERT

8
GPT-3 P N
XLNet
Peters et al. gﬁERTa Devlin et al.
(NAACL 2018) (NAACL 2019)

Based on More successful Based on
LSTMs nowadays Transformers

24




Contextualized word embeddings
ELMo/BERT

As word embeddings, learned by leveraging language models on
massive amounts of text corpora.

New: each word vector depends on the context. It is dynamic.

Important improvements in many NLP tasks. .



Contextualized word embeddings
\‘; ELMo/BERT (examples) «

‘n&; A

She made a money transfer at the bank.
The bank remained closed yesterday.

We found a nice spot by the bank of the river.
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Contextualized word embeddings
‘,!,p ELMo/BERT (examples)

0.25,0.32,-0.1.... P N

T~

She made a money transfer at the bank.
0.22, 0.30, -0.08 ...

™
The bank remained closed yesterday.

-0.8,0.01,0.3 ....

. / .
We found a nice spot by the bank of the river.
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Contextualized word embeddings
#s ELMo/BERT (examples)

e bank remained closed yesterday.
-0.8,0.01,0.3 ....

. / .
We found a nice spot by the bank of the river.

28



How well do these models capture
' “meaning”?

Good enough for

. . Rank Name Model URL Score
many appllcatlons. 1 ERNIE Team - Baidu ERNIE g 90.1
2 Microsoft D365 Al & MSR Al & GATECHMT-DNN-SMART g 89.9
3 TS5 Team - Google TS5 C}J. 89.7
G LU E + 4 EiF ALICE v2 large ensemble (Alibaba DAMO NLP) C}J. 89.5
L ° 5 XLNet Team XLNet (ensemble) C)J. 89.5
anguage understanding
6 ALBERT-Team Google Language ALBERT (Ensemble) [:)J' 89.4
b e n C h m a r k 7 Microsoft D365 Al & UMD FreeLB-RoBERTa (ensemble) C)J. 88.8
8 Facebook Al ROBERTa [:)J' 88.5
9 Junjie Yang HIRE-ROBERTa g 88.3
e | f= 10 Microsoft D365 Al & MSR Al MT-DNN-ensemble g 87.6
Human baselines! <+—— —
11 GLUE Human Baselines GLUE Human Baselines C’l 87.1




How well do these models capture
“meaning”?

Good enough for many applications.

Room for improvement. For example, in SuperGLUE:

> Winograd Schema Challenge: BERT ~65% vs Humans ~95%

>  Word-in-Context (WiC) Challenge: BERT ~69% vs Humans ~80%
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How well do these models capture
“meaning”?

Good enough for many applications.

Room for improvement. For example, in SuperGLUE:

> Winograd Schema Challenge: BERT ~65% vs Humans ~95%
\

requires commonsense reasoning

>  Word-in-Context (WiC) Challenge: BERT ~69% vs Humans ~80%

requires abstracting the notion of sense 31
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Word-in-Context (WiC) Challenge

(Pilehvar and Camacho-Collados, NAACL 2019)

Task: Identify the most suitable meaning of a word in context
Framed as binary classification (True/False)

Examples:

There's a lot of trash on the bed of the river
| keep a glass of water next to my bed when | sleep ? False
He cashed a check at the bank —
The bank is on the corner of Nassau and Witherspoon


https://competitions.codalab.org/competitions/20010

Word-in-Context (WiC) Challenge

(Pilehvar and Camacho-Collados, NAACL 2019)

Despite smashing most benchmarks,
GPT-3 performance in WiC (few-shot) below 50%!

WiC is a notable weak spot with few-shot performance at 49.4% (at random chance). We tried a number of different
phrasings and formulations for WiC (which involves determining if a word is being used with the same meaning in two
sentences), none of which was able to achieve strong performance. This hints at a phenomenon that will become clearer

wic  Original GPT-3 paper (Brown et al., NeurlPS 2020)

Accuracy
Fine-tuned SOTA 76.1

Fine-tuned BERT-Large 69.6
| GPT-3 Few-Shot 49.4 I

34



WiC Challenge

WiC leaderboard

Bu t S tlll - System ImPIementation Acc.
SenseBERT Levine et al. (2019) 2
KnowBERT-W+W Peters et al (2019) 70.9
RoBERTa Liu et al. (2019) 69.9
BERT-large SuperGLUE baseline 69.6
LMMS-WSD (BERT+) Loureiro and Jorge (2019) = 67.7
Ensemble (BERT+USE+ELMo) @ Gari Soler et al. (2019) 66.7
BERT-large WiC baseline 65.5

BERT is everywhere!

35



12 languages

Lang
EN
DA
Bl
FR
KO
ZH
FA

WIC challenge (now also multilingual!)

Target
Beat
Tro
Ruum

Causticite

=2
= O

Context-1
We beat the competition

Jeg tror p'a det, min mor fortalte.

Uhel hetkel olin ¥ aljaspool aega ja ruumi.

Sa causticité lui a fait bien des ennemis.
= 20| =X H=X| MO HAI2.
RS B ONES I =9 22—,

S Jgb cela @i 1de B0

(Raganato and Pasini et al., EMNLP 2020)

Context-2

Agassi beat Becker in the tennis championship.

Maria troede ikke sine egne ajne.
Umberringi oli T oputu t uhi ruum.

La causticité des acides.

7 00| 8t= Alofl E2/0| QICtH 2= 0 00| %|0|X| 2.

INREEEMRERIE, BIENERTRLEERS2

s (isal b ge 92l Jdl Lo lre

@ https://pilehvar.github.io/xlwic/

Label
True
True
True
False
False
True

False

36


https://pilehvar.github.io/xlwic/

WIC challenge (now also multilingual!)
(Raganato and Pasini et al., EMNLP 2020)

12 languages

Lang Target Context-1 Context-2 Label
EN Beat We beat the competition Agassi beat Becker in the tennis championship. True
DA Tro Jeg tror p'a det, min mor fortalte. Maria troede ikke sine egne ajne. True
=1 Ruum Uhel hetkel olin ¥ aljaspool aega ja ruumi. Umberringi oli T oputu t uhi ruum. True
FR Causticite Sa causticité lui a fait bien des ennemis. La causticité des acides. False
KO =g =20] JeX| X MO 2A|2. 1 0to] st Ao EE0] AUCHH 25 0] 0{0] X O]X| K. False
ZH % R R BEANEI TN =52 —. INRFEIENRERE, BIENERaEEES True
FA Qo S Job casla i 1is B po o1 isal b e 92l Jladl B o alas False

@ https://pilehvar.github.io/xlwic/

Other WiC extensions: MCL-WiC (Martelli et al., SemEval 2021); AM2iCo (Liu et al., EMNLP 2021);
WIC-TSV (Breit et al., EACL 2021); TempoWiC (Loureiro et al., COLING 2022)

37


https://pilehvar.github.io/xlwic/

For more information on meaning representations (embeddings):

7

% Blog post on “How to Represent Meaning in Natural Language Processing? Word, Sense and
Contextualized Embeddings: Word, Sense and Contextualized Embeddings”

% From Word to Sense Embeddings: A Survey on Vector Representations of Meaning (JAIR,

Dec 2018)
< Book on “Embeddings in Natural Language Processing’, QE oromscinroo s
including COLING-20 Tutorial and ESSLLI-21 course: Embeddings in N{‘t“fal
Language Processing
https://sites.google.com/view/embeddings-in-nlp Theory and Advances in Vector

Representations of Meaning

Mohammad Taher Pilehvar
Jose Camacho-Collados

SYNTHESIS LECTURES ON
Human LANGUAGE TECHNOLOGIES

38


https://medium.com/@josecamachocollados/how-to-represent-meaning-in-natural-language-processing-word-sense-and-contextualized-embeddings-bbe31bdab84a
https://www.jair.org/index.php/jair/article/view/11259
https://sites.google.com/view/embeddings-in-nlp

Word Sense Disambiguation
(WSD)



Word Sense Disambiguation

He withdrew money from the bank.

» S: (n) bank (sloping land (especially the slope beside a body of water)) “they
pulled the canoe up on the bank”; "he sat on the bank of the river and
watched the currents”

40



Word Sense Disambiguation

He withdrew money from the bank.

41



Word Sense Disambiguation

He withdrew money from the bank.

» S: (n) depository financial institution, bank, banking_concern, banking
company (a financial institution that accepts deposits and channels the

money into lending activities) "he cashed a check at the bank"”; "that bank
holds the mortgage on my home"” 42




WSD and language models

I [cLs] The mouse is unplugged. [sEP] I | [cLs] I prefer trackpads to mice. [SEP]
Slp c15] This mouse has no batteries. [51:P]
Common approach -> “contextualized sense
embeddings”. For each sense: .  Contextual NLM
=>» Gather all sentences in a sense-annotated —! —! —!
corpus (e.g. SemCor) I e I
=> Get contextualized embeddings for each . 1 l l
sentence Layer Pooling
L\

=> Average all contextualized embeddings

At test time, nearest neighbour (INN) between
contextualized embedding and the computed Q
representation for each candidate sense.




Compute contextualized sense embeddings

0.25,0.32,-0.1....

She made a money transfer at the bank.
0.22, 0.30, -0.08 ...

N

The bank remained closed yesterday.
0.1, 0.15,-0.02 ....

_— .
The bank transaction was successful.

44



Compute contextualized sense embeddings

(TTT-17)
0.25,0.32,-0.1.....

She made a money transfer at the bank.
22,0.30, -0.08 .
AN
T he bank remained closed yeste

LLll-11)o0.1,0.15,-0.02...
/
The bank tr ction was successful.

45



Disambiguating with contextualized embeddings

Contextualized embedding

(TTT-171)
He withdrew money from the bank.




Disambiguating with contextualized embeddings

He withdrew money from the bank.

Similarity: 0.95 Nﬁrity: 03
5% -

bank#1

Contextualized embedding

(TTT-

]

bank#2

47



Disambiguating with contextualized embeddings

Contextualized embedding

(TTT-171)
He withdrew money from the bank.

Similarity: 0.95 Nﬁrity: 0.3

AN
= 7 .

. > 5N
= <
D) — P69 . g

V¢ - XL
>«

= 1
—
N

bank#1
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(unified WordNet WSD benchmark)

F1 WSD performance

T SE2 SE3 SE07 SE13 SE15 | ALL
ype System
FN CS FN CS FN CS FN CS FN CS| EN CS
Leskey+emb 63.0 749 637 755 567 716 662 774 646 739 | 637 753
KB Babelfyf 670 784 635 775 516 688 664 770 703 791 | 655 773
™ 69.0 - 669 - 55.6 - 653 - 69.6 - 66.9 -
UKB 68.8 812 66.1 781 53.0* 708 688 79.1 703 774 | 673* 787
svm IMS 709 815 693 808 613 743 653 774 695 757 684 79.1
e IMS+emb 722 828 704 815 626 758 659 769 715 767 | 696 798
% Context2vec 718 826 69.1 805 613 745 656 780 719 766 | 69.0 79.7
& 1NN ELMo 716 828 69.6 809 622 747 662 777 713 770 690 79.6
= BERT-Base 755 849 715 814 651 789 698 821 734 781 | 722 820
BERT-Large 76.3 848 732 829 662 80.0 717 831 741 791 | 735 828
Seq2Seq atsLex=pos  70.1 - 685 - 63.1* - 665 - 692 - 68.6* -
Sense Compr.ens. 797 - 778 - 73.4 - 787 - 82.6 - 79.0 -
LMMS 1024 754 - 740 - 66.4 - 727 - 753 - 73.8 -
LMMS 2048 76.3 845 756 851 681 813 751 864 770 808 | 754 844
Hybrid EWISE 738 = 711 = 673* - 694 - 74.5 ~ 71.8* -
KnowBertt wnwk 764 856 760 851 714 826 731 838 754 802 | 751 841
GlossBERT 777 - 752 - 72.5* - 761 - 80.4 - 77 0% -
BEM 794 - 774 - 74.5* - 797 - 81.7 - 79.0* -
EWISER{ 8.8 - 790 - 75.2 - 8.7 - 818 - 80.1* -
- MFS Baseline 65.6 774 66.0 778 545 706 638 748 671 753 | 648 762

FN=
Fine-grained

CS=
Coarse-grained



WSD performance without candidates
(unified WordNet WSD benchmark)

(Loureiro et al., Al] 2022)

Model Sensekeys Synsets

F1 P@5 MRR F1 P@5 MRR
ARES 61.4 84.7 71.8 60.7" 86.57 71.81
LMMS1024 [61] 52.2 66.9 59.0 2947 53.97 40.77
LMMS304s [61] 34.8 60.3 46.3 3257 58.91 4457
LMMS-SPRERT-L 60.8 86.7 72.2 51.0 81.7 64.3
LMMS-SPxiNet-L 60.1 87.3 719 51.7 82.7 65.1
LMMS-SPRoBERTa-L 62.2 86.9 73.1 50.2 80.1 63.3
LMMS-SPALBERT-XXL 62.9 87.6 73.7 52.7 81.9 65.5

In this setting, nearest neighbours if performed over all senses/synsets in WordNet!



Qualitative analysis

(20 words with human-interpretable senses)
CoarseWSD-20 Dataset (Loureiro and Rezaee et al., Computational Linguistics 2021)

Word F2R Ent. Senses Frequency Word F2R Ent. Senses Frequency
apple_inc 1466/634 i java 2641/1180
apple 16 096 -PPe-M¢ / java 14 096 1V
apple 892/398 java_(programm._lang.) 1863/749
arm_architecture  311/121 mole_(animal) 148/77
28 083
S ; arm 112/43 mole_(espionage) 120/44
bank 1061/433 mole 04 093 mole_(unit) 108/42
bank 23.1 028 l‘ i ; 46!7; zz: mole_sauce 53/23
bank_(geography 22
nk_(geography) mole_(architecture) 51/20
bass_guitar 2356/1005
itct 6403/2806
bass 29 0.67 bass_(voice_type) 609/298 pitcher 3557 0.04 pf cage . /
dorble bass 208/88 pitcher_(container) 18/13
bow_ship 266/117 pound 62 048 P‘“"“}""“**‘ 5 ::‘1’; 3’
bow 1.0 087 bow_and_arrow  185/72 pound_(currency i
bow_(music) 72/26 pinniped 305/131
2 R seal_(musician) 267 /106
5 chairman 156/88 seal 05 087 =
chair 14 091 "l Y “;;47 = seal_(emblem) 265/114
cha 5/42
= seal_(mechanical) 38/12
cdub 09 085 d'u?: ub :ﬁ/,_lf_:x spring_(hidrology) 516/236
nightclub /7: %
).9 09 i Seas <
club_(weapon) 54/21 sprng ¢ ! >prAu1g_(x. ‘sfm) 7'89/‘ 145
spring_(device) 159/73
crane_(machine)  211/81
crane 13 099 . square 264/103
crane_(bird) 161/76 ,
square_(company) 167/62
A 2 10 square 1.1 0.83
deck 84 037 deck_(ship) 152/92 town_square 56/29
deck_(building) 18/7 square_number 21/13
digit 22 074 numerical_digit  47/33 trunk_(botany) 93/47
digit_(anatomy) ~ 21/9 trunk 13 085 trunk (automobile) 36/16
hood_(comics) 105/47 trunk_(anatomy) 35/14
hood 1.6 0.88 hood_(vehicle) 42/13 vard 121/61

53 .62
hood_(headgear) 24/22 yard 5. 06 vard_(sailing) 23/11



WSD Results (CoarseWSD-20)

Micro F1 Macro F1

Word Static emb. 1NN Fine-tune Static emb. 1NN Fine-tune
FTX-B FTX-C BRT-B BRT-L BRI-B BRT-L = FTX-B FTX-C BRT-B BRT-L BRI-B BRT-L

crane 91.7 949 936 968 975 981 91.7 948 935 967 975 981
java 988 1994 | %8 g ‘
apple 9.5 98.4 9.2  98.1
mole 874 93.2 1 58S 97.6
spring 919 945 974 97 ] ; 949 974 ; 8 9.
chair 81.5 88.5 96.2 96.7 962 795 865 947 947 9.1 955
hood 80.5 89.0 | 988 00N 98.0 705 83.2 | 985 [EOON 9783 99EN
seal 88.7 95.0 98.1 727 926 973 985 98.
bow 898 958 963 953 : . 833 937 970
club 79.2 80.7 812 851 852 847 732 805 846
trunk 844 909 961 987 978 983 760 859 979
square 87.0 903 952 961 958 957 925
arm 94.5 9.4 9¢ 9.4
digit 92.9 100 100 92
bass 93.9 ; 845 955 958 81.3 79.1
yard 86.1 944 764 889 | 98.6 19950 81.8 861 934
pound 876 876 866 897 949 949 925 943
deck 919 939 899 919 9%.6 953 880 95.7 :
bank 96.9 98.0 68.2 795 955 977 979
pacher %96 97 999 %99 100 100 692 [999NINI00N 973

AVG

90.0

93.8

94.0

95.8

97.4 975

76.5

84.9

945 964 95.2




WSD Results (CoarseWSD-20)

Micro F1 Macro F1
Word Staticemb. [ 1NN ) Fine-tune Staticemb. [ 1NN | Fine-tune
FTX-B FTX-C BRT-B BRI-L BRT-B BRT-L ~ FTX-B FTX-C BRT-B BRT-|. BRT-B BRT-L
crane 91.7 949 |936 968 97.5 981 91.7 948 |935 967 975 98.1
java 988 99 : .4
apple 96.5 )
mole 87.4 1 E985
spring 91.9 5 1974 978
chair 815 885 |962 962
hood 80.5 89.0 |988
seal 88.7 95.0 |964 98.1
bow 89.8 958 963 953
club 79.2 80.7 |812 851 :
trunk 844 909 |961 987] 97.8
square 87.0 903 |952 96.1] 95.8
digit 92.9
bass 93.9 :
yard 86.1 944 |764 889 98.6 995N
pound 876 87.6 |86.6 89.7] 949
deck 919 939 |899 919| 9.6
bank 96.9 98.0
pitcher
AVG 90.0 93.8 |94.0 958 974




Macro-F1

Fine-tuning vs. INN (few-shot)

o crane java apple mole spring chair hood seal club
o.sfH = [ 7_‘_. 7? /._* /
0.6
trunk square arm digit bass yard pound deck bank pltcher
o
o 7 7L

131030 1 31030 1 31030 1 31030 1 31030 1 31030 1 31030 1 31030 131030 1 31030

Number of Instances e Fine-tuning @ 1NN

INN: Method based on contextualized embeddings nearest neighbour



Macro-F1

Fine-tuning vs. INN (few-shot)

1.0 crane java apple mole fsprlng chair hood seal bow club \
by 7—«* T F % [t 7"‘ 7—*—4 F /—0 /
0.6
trunk square arm digit bass yard pound deck bank pitcher
O 6 -
131030 131030 1 31030 1 31030 1 31030 31030 30 131030 131030 1 31030
Number of Instances e Fine-tuning @ 1NN

1NN (contextualized embeddings) more robust
with low number of training instances



Many good news!

A simple 1NN based on contextualized embeddings method performs
remarkably well (over 90%) in most settings.

It is more robust than a fine-tuning approach that is more
computationally-demanding, needs one model per word, etc.

Only a handful of annotated examples are needed to achieve this
performance (generally <= 3).



So, is it lexical ambiguity not a problem anymore
in NLP? Is it WSD solved?
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So, it is lexical ambiguity not a problem anymore
in NLP? Is it WSD solved?

Certainly not!
Many challenges remain, for example:

1) Lack of sense-annotated corpora (especially low-resource languages)
2) Understand how language models work (and take the most of them)
3) Verbs, what about them?

4) Dynamic nature of meaning (meaning shift, etc.)

5) Multimodality (images?)



(1) Lack of sense-annotated corpora

Existing manually sense-annotated corpora cover a small fraction of all
senses
-> Annotating senses is a hard and time-consuming task!

This causes the so-called knowledge-acquisition bottleneck

For example, SemCor covers 16.1% only!



Solutions to lack of sense-annotated corpora

Extensions through definitions and/or graph propagation:

-> EWISER (Bevilacqua and Navigli, 2020), Scarlini et al. (2020),
Blevins and Zettlemoyer (2020), LMMS (Loureiro et al. 2019), Vial et al.
(2019), GlossBERT (Huang et al. 2019), etc.

Problem:
The initial annotations were still very limited and propagation methods

cannot address all the problems (sparsity)



Solutions to lack of sense-annotated corpora

Extensions through definitions and/or graph propagation:

-> EWISER (Bevilacqua and Navigli, 2020), Scarlini et al. (2020),
Blevins and Zettlemoyer (2020), LMMS (Loureiro et al. 2019), Vial et al.
(2019), GlossBERT (Huang et al. 2019), etc.

Problem:
The initial annotations were still very limited and propagation methods
cannot address all the problems (sparsity)

Solution:
Use unambiguous words!



Unambiguous Sense Annotations (UWA)
(Loureiro and Camacho-Collados, EMNLP 2020)

Unambiguous words amount to almost 80% of all words in WordNet! @fﬁ

Idea: We can annotate unambiguous words for free (with some caveats)
and this should help propagation methods

We construct UWA, a corpus with unambiguous sense annotations
(WordNet)



Unambiguous word annotations (UWA)
(Loureiro and Camacho-Collados, EMNLP 2020)

WordNet Embedding Space




Unambiguous Sense Annotations (UWA)

(Loureiro and Camacho-Collados, EMNLP 2020)
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(2) Understanding LMs: Layer probing analysis

(Loureiro et al., Al] 2022)

INIT -24 -23 -22 -21 -20 -19 -18 -17 -16 -15 -14 -13 -12 -11 -10 -9 -8 -7 -6 -5 -4 -3 -2 -1

BERT 53 58 62 63 65 67 68 68 69 7O 71 1 71 71 72 72 71 72 73 72 73 T4 U5 TS5 T2
XLNet 51 57 65 67 68 70 71 SU2NEEEEEEGENTZE 720 72 72 71 71 71 71 71 71 NE2NNT2NENT2ENNT2N 68
RoBERTa 53 57 63 66 67 69 71 72 73 73 74 74 74 74 7 7 75 74 75 74 74 74 73 ™ 711
ALBERT 54 65 67 68 69 70 70 71 71 71 71 71 71 71 71 70 70 69 69 69 69 69 69 69 64

t=0.100

t=0.010

t=0.005

t=0.002




(3) Verbs: How to model them?

Nouns Verbs Adjectives Adverbs

Type System
FN Ccs FN (&) FN CSs FN Ccs
UKB* 712 805 50.7] 692 75.0 827 77.7 913
KB Lesk, .. +emb 698 790 |51.2] 692 517 624 806 928
Babelfy+t 68.6 789 |499]| 676 732 821 798 916
Context2vec 71.0 805 |576] 729 752 831 827 925
2 INN ELMo 709 800 |573 735 774 85.4 824 928
2 BERT-Base 740 830 |61.7| 753 777 849 858 939
{g- BERT-Large 75.1 837 632 766 795 854 853 942
K- SVM IMS 70.4 794 |56.1 72.5 75.6 841 829 931
IMS+emb 719 805 |56.9 73.1 759 838 847 934
Hyvbrid LMMS 45 780 862 |64.0] 765 807 867 835 928
b KnowBertt wn-wk 770 850 |[66.4] 788 783 861 847 939
- MFS Baseline 676 770 |496| 672 731 820 805 929

 —




(3) Fine-granularity of verbs (and not only

Verd

© 5:(V) run {move fast Dy using one's fest, with one foot off the ground af any gheen
Ame) Ton mun--you'l) be out of dream”, The chikden ran fo e stove”

® 5:(v) run, g0, pass, jead. exdend sireich cut over 3 distance. space, Ime, of sCODe;
7 of exiend betwesn MO poirts of Deyond a certain poinl) “Senvice nuns af e uay
o Crantury”, His inowledge doesnY go very t” "My memory sfends Sack 1o my
Durth pmar of K™, “The Qcts extend beyond 3 consioeyation of her personay assets™

® 5:(v) gperale. ren (direct or controt projects, businesses, eic) “She s unning 3
e operation i he Sudan”

® S:(v) run, 90 (hre= 3 particuiar fonm) e stovy oF ApUment s as Oiws” as e
saying gos:

® 5:(v) run, Sow, feed course (move along, of Squids) “Waky Sowsd nb e cne”,
The Missour feeds inb e MssEsio”

® 5 uncton, work, operale, 0, Fun perform 25 expecied when apglied) The
washing machine want 0o uniess I plugged 0, "Does s ok car stV run wel ™)
“This ol racio doesn? wovk amyrmove”™

® 5:(v) 12002, fun {change or be diierent within imits) "Estimaies for M osses n He
Sarthguake range as high 2s £2 olon” “Infenest rates un from 5 1o 10 pecent”,
“The nstumeants ranged fom b Lo cymbal” My studenis range fom very daight
baw

® S: (v) campaign. rem (run. stand, of compele Jor an ofice or a poskion) Who's
nning o P=asurer ts par?”

® S: (V) play, run (cause to emil recorded audio or video) They fan e pes over and
over agan TV piay you Iy Gvoriie recors THe never s of piying tat weo”

® 5: (V) run {move about heely and wihout sesiraint, of 2ct as § snning around in an
uncontrolied w2y) “who ar these pagple unaing arownd 7 e Suiding 7, "She runs
around faling svenyone of hey oudles™, Tef e dogs num fee”

something; be inciined) "She jands 10 be nervous beviee hay leciures™ “These

dresses nn smal”, He ncined 1o comusence”

S:(v) run {be operating. running o uncioning) The ca (s sV anning.-fun £ o™

() run {change Yom one stale 10 anciher) Tun AWOA™ T rogue”; “run noe”

V) fun {cauze Yo perfors) Tun a suojed”; Tun 3 process”

V) fun (be afecied by: be sutjecied 10) T 3 lampeaiue” Tun 3 A"

S:(v) prevail, parsist, die hasd. rum, andure (conbinue 1 exist) These stdes s
g “The isgand of EMS encures”

® S (V) run joccur persistently) Wusical talenf ans n Se fanty”

® 5:(v) fun, sanculs (Camy out 3 DIOCESS OF PIOGRAI, 25 0N 3 CHMEUNer of @ maching)
TFun e dishiwashar”, Tun 3 new program on the Mac”, The computer sscuied the
nsyuchon”

® S5:(v) carry, run (Include as the conlent. broadcast or pubicles) "W ran e adf three
Ames”, “This papey camies 3 restaurant /view”, Al major neMonks camed the press
confevence”

® 5:(v) run {carry out) Tun an evandg”

® 5:(v) quids rum, craw, pass (Pass OVer A0wEs, O hrough) He ran Als eyes oy
her body”: "She ran her Sngers Jiong the carvad fgurine”™. He drew her hatr firoogh
his fngers”

® 5: () rum, ead (cause somelhing 10 pass Of lsad somewnhess) R the wis bahing
A% cabinet”

") fum, Dlack marke! (deal In Hegaly, such as arms or Sguac)

(V) run {cause an animal 1o move fasl) Tun the cdogs™

(V) run, Bised (be diused) Thess gy=s a0 CoVs are guaranieed nof 1o un”

: (V) run (sal befose the wind)

(¥) fun {cover by renning; ren a certain distance) “She ran 10 miles S day”

(V) fum, fun for {extend of contirus 1or 3 certain pericd of ime) “The o funs §
hows”

® 5:¥) run |set animais loose 1o grare)

® S: (v rum, consor (keep company’) The hetiers a with fhe Suls fo procuce
oftspeing”

© 5 (V) run {run wih the bal; In such sports as focibal)

© 5: (V) run {travel rapidly. by any (unspeciied) means; TAun L Ae sore”, “She
Sways runs o Kay. bacause she Aas 3 ovey thers”

® 5:0v) ply. nam (raved 2 soule reguiatly) “Ships ply e walers near $he coast™

® S:v) hure. run, hurt down, Fack down (pursue Kof kod of spor (25 of wid
animals|) "Goening ofien Auntad wid 0ars i Foland”, "The dogs ane muning deer”,
“The Duke hunied in hese woods™

® 5:(v) race. run (compais 0 3 race) he s unning e Maathon Mis year”, Te's race
and see who gets Mere frst™

® S:(v) move, 30, fun (orogress by being changad) The speach has i go through
Several move drafls”, Tum through your presantation before he meaeting”

® 5:(v) mel, run, mekt down (reduce of cause 1 be reduced Fom a soiid to 2 Squia
stale ussaly Dy haing) Mag butler”™ Mmal cown Goid™ “The wax meded i the
"

® S:(v) Iaddey, run {come unraveied oF uncone as ¥ by seagging) Her ayions wee
mnnng”

® 5: (V) run, wnmavel (beccme endone) The suealer Lnraveled™

Example:

V/

The verb “run” has
41 senses in WordNet!

C? See Kallini and Fellbaum (GWC 2023)!



(4) Language is dynamic
Meaning changes over time

kindle

river bOOkS
jungle region cloud computing e-commerce
rainforest Fr—— Amazon
brazil
vegetation digital streaming
twitch
More problematic in social media! iy

EMINLP-2022 EvoNLP workshop (including TempoWiC shared task)



https://sites.google.com/view/evonlp

(4) Language is dynamic

More questions:

Meaning changes over time - What about Entity Linking?
- What is the ideal sense inventory? WordNet?

Wikidata? BabelNet? Public social media accounts?

KITIJIC
river bOOkS
jungle region cloud computing e-commerce
rainforest Fr—— Amazon
brazil
vegetation digital streaming
twitch
More problematic in social media! iy

EMINLP-2022 EvoNLP workshop (including TempoWiC shared task)



https://sites.google.com/view/evonlp

(5) Multimodality (images?)

Visual Word Sense Disambiguation task (SemEval 2023)

Open for submissions until Jan 31st!
Data in English, Farsi and Italian

passenger coach

@ b  © ()
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https://codalab.lisn.upsaclay.fr/competitions/8190

Conclusion

Language models represent a powerful tool to deal with
lexical ambiguity, but many challenges remain.

Often fine-tuning not necessary: contextualized
embeddings are flexible and robust.

But... is WSD still relevant in the language model era?



Conclusion

Language models represent a powerful tool to deal with
lexical ambiguity, but many challenges remain.

Often fine-tuning not necessary: contextualized
embeddings are flexible and robust.

But... is WSD still relevant in the language model era?

Yes! Added interpretability, extra-info from resources,
multilinguality for free, needed for retrieval...



iGracias!

Thank you!

Eskerrik asko!

-

Questions? =

® camachocolladosj@cardiff.ac.uk
¥ @CamachoCollados
@ josecamachocollados.com
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